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Abstract

The paper investigates the asymmetric effects of oil price shocks on real economic activities in ASEAN-5 from 1991 to 2014 using an unrestricted panel Vector Auto Regressive (VAR) method. Results from the impulse response function (IRFs) show evidence of an asymmetric relationship between oil prices and economic activities. Specifically, positive oil price shock measures negatively affect output growth both in the short term and in the long term. For oil price decrease specifications, real output responds negatively in the short term before recovering to its pre-shock level in the long term. The variance decomposition analysis (VDCs) also exhibit differences between the effects of positive and negative oil price shocks on economic activities, supporting the evidence of asymmetric relationship obtain in the IRFs simulations.
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1. Introduction

Historically oil plays a unique role in the world economy, and it is still true today. Since the middle of the twentieth century, crude oil has become a chief indicator of economic activity worldwide, because of its importance as the source of global energy. Since oil was commercially discovered in 1859, there has been numerous studies conducted on oil and its relation to the economy, society, and environment. Early literatures on oil price shocks on the oil-importing US economy found a statistically significant negative linear relationship with the output. These studies include Rasche and Tatom (1981), Hamilton (1983), Burbidge and Harrison (1984), among others. Later studies on the non-US economies also found statistically significant oil price-output relationship (Eksi, Izgı, & Sentürk, 2011; Cavalcanti & Jalles, 2013; Ju, K., et al., 2014; Negi, 2015).

By mid-1980s, however, the estimated linear relationship between oil prices and real activity began to lose significance. In fact, the declines in oil prices that occurred over the second half of the 1980s had smaller positive effects on economic activity than predicted by linear models. Thus, Mork (1989), Lee et al. (1995), and Hamilton (1996) introduced non-linear transformations of oil prices and established an asymmetric (non-linear) relationship between increases in oil prices and output growth. Recently, a nonlinear relation between oil prices and subsequent real GDP growth has been reported for a number of countries (Rahman & Serletis, 2010; Berument, Ceylan & Dogan, 2010; Engemann, Kliesen & Owyang, 2010; Hamilton, 2011).

Despite the non-linear (asymmetric) relationship found between oil price shocks and macroeconomic variables in oil-importing economies, studies on oil-exporting countries have shown that this relationship is in fact symmetric (linear). Eltony and Al-Awadi (2001) found evidence that symmetric oil price shocks are important in explaining fluctuations in macroeconomic variables in Kuwait. Berument et al. (2010) studied the effects of symmetric oil price shocks on output (proxied by industrial production) for a group of Middle East and North African countries. Their impulse response analyses suggest that the effects of world oil price on GDP of Middle Eastern countries are positive and statistically significant. In a study by Jbir and Zouari-Ghorbel (2009), no evidence was found of asymmetric effects of oil price shocks on the Tunisian economy, as no difference in terms of results was discovered between the linear and non-linear vector autoregressive (VAR) models.

In spite of the growing interest on the oil price-macro economy nexus among OECD and Middle East economies, study on emerging Asian economies is still lacking. Recent studies on ASEAN countries in particular produced mixed results. For example, Basnet and Upadhyaya (2015) discovered that oil price shock is not the

---

1 Oil historians in the US give credit for the first modern commercial oil well to Colonel Edwin L. Drake. His well reached a depth of 22 m (72 ft). It was drilled in “Oil Creek” near the town of Titusville, slightly east of Pittsburgh, Pennsylvania, US, and started producing oil on 28 August 1859.
major impediment of economic growth in ASEAN-5 countries. On the contrary, Vu and Nakata (2014) showed that in terms of output and price variabilities, the oil importing countries such as Singapore, Thailand and the Philippines are more sensitive to the situation in the world oil market than the oil exporting countries such as Indonesia and Malaysia. These findings prompt further investigation because for most developing countries, oil accounts for a large proportion of gross domestic product expenditures in energy production (González & Nabiyev, 2009). As a result, increases in energy prices lead to a considerable rise in production and transportation cost for many industries and hence drives wages and inflation upwards, which at the same time can dampen economic growth (O’Neill, Penm & Terrell, 2008). Accordingly, this study attempts to address this issue for five core economies of South East Asia, namely Indonesia, Malaysia, the Philippines, Singapore and Thailand (henceforth denoted as ASEAN-5) during the period of 1991 to 2014. Among the ASEAN-5 countries, Malaysia and Indonesia are net oil exporters. Oil exports contribute around 6 percent and 9 percent respectively for Malaysia’s and Indonesia’s annual domestic revenue. Singapore although without any oil resource has a booming oil refinery industry that accounts for 6 percent of the city-state’s economy. The Philippines despite being a net oil-importing country consumes oil only a third of that of Thailand (International Energy Agency, 2011), thus making the former’s economy less exposed to oil price increases.

This paper therefore aims to determine whether the macroeconomic volatility in ASEAN-5 countries is due to fluctuations in oil prices. Specifically, the paper attempts to establish whether the impact of oil price shocks on ASEAN-5’s macroeconomic variables are symmetric or asymmetric. This is achieved using a panel of five-variable VAR model with quarterly data from 1991:1 to 2014:4. The paper employs impulse response functions (IRFs) to determine what impacts an oil price shock would have on the variables in the model, how long such effects would last, and when the maximum repercussions could be expected. To take into account the asymmetric effect of oil prices, the paper estimates the relationship between oil prices and macroeconomic variables using the standard linear and three non-linear approaches. These are (1) quarterly oil price changes, (2) separate oil price variables for price increases and decreases, as in Mork (1989), (3) scaled oil price increases and decreases, as in Lee at al. (1995), and (4) net specification as in Hamilton (1996), which considers the amount by which oil prices have risen over the previous year.

The present study extends the existing empirical literature on the ASEAN economy in several directions. First, it complements the works of Basnet and Upadhyaya (2015) and Cunado and de Gracia (2005) on the oil price-macroeconomy relationship. Although Basnet and Upadhyaya (2015) study included the ASEAN-5, he did not examine the asymmetric effect of oil price shocks for these economies when using the VAR approach. In contrast, Cunado and de Gracia (2005) tested for asymmetric effects of oil prices for several ASEAN countries, but the estimation was
carried out using an autoregressive distributed lag (ARDL) model. Thirdly, the paper assesses the relationship between oil price shocks and macro economy using panel VAR approach, which inherits the advantage from traditional VAR model that treats all the variables in the system as endogenous. Moreover, the panel VAR procedure also has the advantage from panel-data framework that allows for unobserved individual heterogeneity for all the variables by introducing fixed effects which enhances the consistency of the estimation.

The main results of the paper may be summarised as follows. First, the linear (symmetric) oil price specification reveals that changes in oil price stimulate GDP growth in the short term, but cause GDP to decline in the long term. Second, for non-linear (asymmetric) specifications, positive oil price shocks cause GDP to decline in the long term without experiencing growth in the short term. Another interesting finding is the response of output growth to negative (decreasing) oil price changes. Using negative oil price shock measures, GDP responds negatively in the short term, but eventually recovers although responses in the long term are not statistically significant.

When comparing the results between the linear and non-linear IRF simulations, the paper finds substantial difference between these two approaches. In other words, there is evidence of asymmetric relation between oil price and the macroeconomic activities in ASEAN-5. Additionally, the variance decomposition of the non-linear VAR shows that the rise and fall in oil prices have different impacts on real output growth, pointing to an asymmetric relationship between oil prices and economic activities. Thus, the paper finds strong evidence on the asymmetric impacts of oil price shocks on macroeconomic activities in ASEAN-5.

This paper begins with a brief discussion on the theoretical background of the demand and supply sides’ impacts of oil price shocks and discusses how asymmetry in oil price shocks arise. Data and method are discussed in the next section. This is followed by presentation of empirical results as well as the analysis of the findings. Finally, concluding remarks are given at the end of the paper.

2. Theoretical Framework

2.1. Demand and Supply Sides’ Impacts of Oil Price Shocks

Fluctuations in oil prices have negative repercussions on the aggregate economy, as shown by economic literature. An oil price shock, as an example of an adverse supply shock, results in a rise in price level and a reduction in output and employment (Dornbusch et al., 2001). On the other hand, aggregate demand decreases as higher commodity prices translate to lower demand for goods and services, resulting in contraction in aggregate output and employment levels. The macroeconomic effects of oil shocks are transmitted via supply and demand side channels and are potentially minimised by economic policy reactions.
Since oil is a factor of production in most sectors and industries, a rise in oil prices increases companies’ production costs and thus stimulates contraction in output (Jimenez-Rodriguez and Sanchez, 2005). Given a firm’s resource constraints, the increase in the price of oil as an input of production reduces the quantity it can produce. Hunt et al. (2001) add that an increase in input costs can drive down non-oil potential output supplied in the short run given existing capital stock and sticky wages. Moreover, workers and producers may respond to the decline in their real wages and profit margins by putting upward pressure on unit labour costs and the prices of finished goods and services.

As discussed earlier, oil price increases translate to higher production costs, leading to commodity price increases. Higher commodity prices then translate to lower demand for goods and services, therefore shrinking aggregate output and employment. Furthermore, higher oil prices affect aggregate demand and consumption in the economy. The transfer of income and resources from oil-importing to oil-exporting economies is projected to reduce worldwide demand as demand in the former is likely to decline more than it will rise in the latter (Hunt et al., 2001). This is particularly true when the marginal propensity for oil importers to consume is higher than that of oil exporters. The resulting lower purchasing power of the oil-importing economy translates to a lower demand for goods and services.

In sum, an increase in oil prices causes a leftward shift in both the demand and the supply curve, resulting in higher prices and lower output.

2.2. Why Does Asymmetry Effects of Oil Shock Arise?

High oil prices affect open economies both directly and indirectly. The indirect effect works through an economy’s trading partners. For example, in the ASEAN-5, Malaysia and Indonesia are net oil exporters and major trading partners of Singapore. Singapore is an oil importer. While higher oil prices impact negatively on Singapore’s GDP growth, Malaysia and Indonesia reap the benefits in terms of higher export revenues. This in turn increases their imports from Singapore. The net effect of oil prices on Singapore, therefore, depends on the magnitude of these direct and indirect effects.

The linearity or symmetric assumption between real oil prices and macroeconomic variables (for oil importing countries) implies that if oil price increases causes economic recession, then oil price declines must cause an economic expansion with the same magnitude, although in reverse direction. On the other hand, the asymmetric effects of oil price shocks assume that a decrease in oil price may actually lower future GDP growth through other channels. Hamilton (1988) suggests that asymmetry could be the result of adjustment costs to changing oil prices. Falling oil prices stimulate economic activity, and rising oil prices impede economic activity, but the costs of adjusting to changing in oil prices also impede economic activity. Combining these elements, it can be seen that rising in oil prices
would present two negative effects for economic activity. Falling in oil prices would present both a negative and a positive effect which would tend to be offsetting.

Another possibility is that monetary policy may account for the asymmetric response of aggregate economic activity. The way monetary policy is conducted plays a significant role in how the consequence of oil-price shocks play out in the economy. Leduc and Sill (2004) and Jumah and Pastuszyn (2007) among others, argue that contractionary monetary policy following an oil price increase accounts for the decline in aggregate economic activity. Federer (1996) suggests a third possibility. Uncertainty and financial pressure brought on by changing oil prices could amplify the negative effects of rising oil prices and offset to some degree the positive effects of falling oil prices.

3. Data and Method

3.1. Data

The paper uses quarterly panel data for the period 1991:1 to 20014:4 for four macroeconomic variables (defined below) and four measures of oil price shocks. The four measures of oil price shocks are quarterly oil price changes (DLOGROIL), Hamilton’s (1996) Net Oil Price Increase (NOPI), Lee et al.’s (1995) Scaled Oil Price Increase (SOPI) and Decrease (SOPD), and Mork’s (1989) Oil Price Increase and Decrease. All variables are expressed in logs and US dollar (except oil price shocks variables). The data sets were obtained from International Finance Statistics (IFS). The variables used in the paper are real gross domestic product (GDP), real exports (EXPORT), real imports (IMPORT), inflation (CPI) and oil price shock. The oil price shock variables are divided into—linear and non-linear—measures. Section 3.2 discusses the oil price variables in further detail.

The choice of four macroeconomic variables is based on work by Farzanegan and Markwardt (2009). However, real industrial GDP variables as employed in Farzanegan and Markwardt (2009) are substituted with real GDP. The use of GDP is consistent with previous literature (see Lee et al., 1995, and Hamilton, 2003, among others). Table 1 provides descriptive statistics of four series used in the panel VAR analysis.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>250099</td>
<td>457905</td>
<td>940</td>
<td>2103136</td>
<td>472</td>
</tr>
<tr>
<td>EXPORT</td>
<td>25964</td>
<td>26006</td>
<td>675</td>
<td>121049</td>
<td>480</td>
</tr>
<tr>
<td>IMPORT</td>
<td>32383</td>
<td>18185</td>
<td>8776</td>
<td>90119</td>
<td>480</td>
</tr>
<tr>
<td>CPI</td>
<td>77.94</td>
<td>24.70</td>
<td>13.29</td>
<td>128</td>
<td>480</td>
</tr>
</tbody>
</table>

3.2. Oil Price Shock Variables

A number of studies have used different oil price variables to account for the effects of these shocks on economic activity. According to studies on the US
(Hamilton, 1996; Mork, 1989; Lee et al., 1995), the effect of oil prices on growth is asymmetric. Thus, by defining the real oil price in time $t$ as $roil_t = \log(O*E_it/CPIt)$, where $O$ is Dubai crude oil price in US$, $E_it$ is the exchange rate of each of ASEAN-5 country against US$, and $CPIt$ is the consumer price index of ASEAN-5 countries, the paper estimates the effects of oil price shocks using linear and non-linear specifications of a panel VAR model. The linear specification of oil price is based on quarterly changes in real oil prices, that is, the conventional first difference transformation of oil price variables (in logs):

$$DLOGROIL_{it} = roil_t - roil_{t-1}$$

(1)

where $roil_t$ is the real oil price (in logs) in local currencies, as defined above. On the basis of asymmetric oil effects, this paper also uses three non-linear specifications of oil prices: 1) separate oil price variables for price increases and decreases, as in Mork (1989); 2) net specification (Hamilton, 1996 and 2003), where the relevant oil price variable is defined as the net amount by which these prices in quarter $t$ exceed the maximum value reached in the previous four quarters; and 3) scaled oil price increase and decrease, proposed by Lee et al. (1995).

In Mork (1989), the asymmetric specification distinguishes between the positive rate of change in the oil price and their negative rates of change are defined as follows:

$$MORK \quad INCREASE = \max (0, (roil_{it} - roil_{it-1}))$$

(2)

$$MORK \quad DECREASE = \min (0, (roil_{it} - roil_{it-1}))$$

(3)

Hamilton (1996) proposed a different non-linear transformation, using an explanatory variable called net oil price increase ($NOPI$). This is defined as the amount by which oil prices in quarter $t$, $roil_{t}$, exceed the maximum value over the previous four quarters, and zero otherwise. That is:

$$NOPI_{it} = \max\{0, roil_{it} - \max\{roil_{it-1}, roil_{it-2}, roil_{it-3}, roil_{it-4}\}\}$$

(4)

Hamilton’s (1996) definition is also asymmetric in the specific sense that it captures oil price increase-type shocks while neglecting the impact of oil price declines. This is inspired by earlier evidence that oil price decreases played a smaller role in the US business cycle. Lee et al. (1995) argued that oil price shock is likely to have greater impact on real GNP in an environment where oil prices are stable than in one where oil price movements are frequent and erratic. The AR(4)-GARCH(1,1) model is calculated as below:

$$\Delta roil_{it} = \beta_0 + \beta_1 \Delta roil_{it-1} + \beta_2 \Delta roil_{it-2} + \beta_3 \Delta roil_{it-3} + \beta_4 \Delta roil_{it-4} + \varepsilon_{it}$$

(5)

$$\varepsilon_{it} l_{t-1} \sim N(0, h_{it})$$

(6)

$$h_{it} = \gamma_0 + \gamma_1 \varepsilon^2_{t-1} + \gamma_2 h_{t-1}$$

(7)

$$SOP{I}_{it} = \max(0, \hat{\varepsilon}_{it}/\sqrt{h_{it}})$$

(8)

$$SOP{D}_{it} = \min(0, \hat{\varepsilon}_{it}/\sqrt{h_{it}})$$

(9)
Where $SOPI$ is scaled oil price increase, while $SOPD$ denotes scaled oil price decreases. The scaled model builds on the asymmetric model, where it employs a transformation of the oil price that standardises the estimated residuals of the autoregressive model by its time-varying (conditional) variability. This transformation seems very plausible in light of the pattern of oil price changes over time, with most changes being rather small and punctuated by occasional sizeable shocks (Jiménez-Rodríguez and Sánchez, 2005).

### 3.3. Estimation Method

The paper uses panel VAR techniques developed by Love and Zicchino (2006) to estimate the variance decompositions and the impulse response functions. The panel VAR approach inherits the advantage from traditional VAR model that treats all the variables in the system as endogenous. Moreover, the panel VAR procedure also has the advantage from panel-data framework that allows for unobserved individual heterogeneity for all the variables by introducing fixed effects which enhances the consistency of the estimation. This panel VAR model can be specified as follows:

$$X_{it} = \eta(L)X_{it} + \mu_i + \epsilon_{it}$$

(10)

where $X_{it}$ is a vector of stationary variables, $\eta(L)$ is a matrix polynomial in the lag operator with $\eta(L) = \eta_1 L^1 + \eta_2 L^2 + \ldots + \eta_n L^n$, $\mu_i$ is a vector of time invariant, country specific effects and $\epsilon_{it}$ is a vector of idiosyncratic errors. Due to lagging dependent variables, the fixed effects are correlated with the regressors. Hence, if one uses the mean-differencing method to eliminate fixed effects, then the coefficients would be biased. To avoid this problem, the paper uses forward mean-differencing (the Helmert procedure or orthogonal deviations) (see Arellano and Bover, 1995), following Love and Zicchino (2006). Note that this procedure removes only the forward mean, i.e. the mean of all the future observations available for each individual quarter. Since the transformation preserves the orthogonality between transformed variables and lagged repressors, one can use lagged repressors as instrumental variables and estimate the coefficients by GMM system.

Upon the estimation of all the coefficients of the panel VAR, the impulse response functions (IRFs) and the variance decompositions (VDCs) are computed. Given a forecast time horizon, variance decompositions measure the contributions of each source of shock to the (forecast error) variance of each endogenous variable. The impulse response functions describe the reaction of one variable to changes in the innovations of another variable in the system, while holding all other shocks equal to zero. The main assumption here is that variables listed earlier in the VAR order affect the other variables contemporaneously, while variables listed later in the VAR order affect those listed earlier after a lag. Since isolated shocks to individual variables cannot be identified, because of contemporaneous correlation, the responses of a variable to innovations in another variable of interest cannot be adequately represented (Lütkepohl, 2007).
To account for this difficulty, Sims (1980) recommends attempting triangular orthogonalizations using the Cholesky decomposition. In specific, the variables that appear earlier in the ordering are more exogenous which will affect the following variables contemporaneously or even with a lag, while the variables come later in the systems are more endogenous that only affect the previous variables with a lag. In view of that, this paper uses the Cholesky decomposition and classifies the variables from the most exogenous to the less exogenous. Assuming prices are flexible, the panel VAR ordering is set as:

\[ X_{it} = (Oil \ Price \ Shock \ Variable, \ CPI, \ EXPORT, \ IMPORT, \ GDP) \]  

(11)

In the baseline ordering, the real oil price shock variable is ranked as largely exogenous. This is because ASEAN-5’s oil production and exports account for less than 3% of estimated total world oil output, hence ASEAN-5 countries are incapable of influencing global oil prices. Furthermore, demand for crude oil is largely determined by global economic growth, speculator operations in oil markets, and the policies of key oil consumers on strategic petroleum reserves. The second variable in the ordering is CPI. This ordering allows the price level (CPI) to adjust contemporaneously to shocks in oil prices. Changes in price level are feed thru EXPORT and IMPORT and finally changes in GDP.

4. Empirical Results

The first step of the analysis is to look at the properties of the data. To test for the presence of the panel unit root, the following test results are reported: Im-Pesaran-Shin (IPS) test (Im, Pesaran, & Shin, 2003), Breitung (2000) and Levin, Lin and Chu (2002) tests.

4.1. Test of Stationarity

Table 2 provides the unit root regression results at level and first difference of the variables entered in the model and the corresponding critical value of 10%, 5%, or 1% to reject the null hypothesis of the presence of a unit root. The panel unit root tests statistics in Table 2 suggest that all four variables are integrated of order one \( I(1) \), whereas the first differences are integrated of order zero \( I(0) \). These non-stationary variables were transformed by taking their first differences in order to exhibit stationarity. As for the oil price shocks variables (DLOGROIL, MORK INCREASE & MORK DECREASE, NOPI, SOPI & SOPD), they are by definition stationary at levels because of the construction of the variables themselves. Each oil price measure is derived from taking the first difference (or the change) between the present value and the past value of the price of oil according to the oil price variable specification. Further, given the different orders of integration for the variables involved in the analysis, it may produce misleading results if a cointegrated VAR is estimated. Therefore, the paper carries out an unrestricted panel VAR at levels for these variables with five lag, as found to be optimal by most
lag selection test criteria. This approach (i.e VAR at levels in the presence of mixed orders of integration among variables) follows the work of Mallick and Mohsin (2007, 2010).

### Table 2. Panel unit root tests for panel ASEAN-5

<table>
<thead>
<tr>
<th>Variables</th>
<th>GDP</th>
<th>EXPORT</th>
<th>IMPORT</th>
<th>CPI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Series at level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levin, Lin, and Chu t-stat(^a)</td>
<td>0.8015</td>
<td>0.5289</td>
<td>0.3699</td>
<td>-0.1637</td>
</tr>
<tr>
<td></td>
<td>(0.788)</td>
<td>(0.701)</td>
<td>(0.644)</td>
<td>(0.435)</td>
</tr>
<tr>
<td>Breitung t-stat(^a)</td>
<td>0.0193</td>
<td>-1.4933</td>
<td>-2.2145</td>
<td>1.6853</td>
</tr>
<tr>
<td></td>
<td>(0.507)</td>
<td>(0.067)</td>
<td>(0.013)</td>
<td>(0.954)</td>
</tr>
<tr>
<td>Im, Pesaran, and Shin w-stat(^b)</td>
<td>-0.3024</td>
<td>-0.0744</td>
<td>-0.4447</td>
<td>1.1975</td>
</tr>
<tr>
<td></td>
<td>(0.381)</td>
<td>(0.4703)</td>
<td>(0.3283)</td>
<td>(0.884)</td>
</tr>
<tr>
<td><strong>Series at first difference</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.000**)</td>
<td>(0.000**)</td>
<td>(0.000**)</td>
<td>(0.000**)</td>
</tr>
<tr>
<td>Breitung t-stat(^a)</td>
<td>-12.067</td>
<td>-13.153</td>
<td>-10.323</td>
<td>-4.6501</td>
</tr>
<tr>
<td></td>
<td>(0.000**)</td>
<td>(0.000**)</td>
<td>(0.000**)</td>
<td>(0.000**)</td>
</tr>
<tr>
<td>Im, Pesaran, and Shin w-stat(^b)</td>
<td>-21.00</td>
<td>-19.521</td>
<td>-14.166</td>
<td>-7.5190</td>
</tr>
<tr>
<td></td>
<td>(0.000**)</td>
<td>(0.000**)</td>
<td>(0.000**)</td>
<td>(0.000**)</td>
</tr>
</tbody>
</table>

Notes: An intercept and trend are included in the test equation. The lag length was selected using the Modified Akaike Information Criteria. The numbers in the bracket are the p-values of the corresponding test statistics. * (** *) *** denote statistical significance at the 10%, 5% and 1% levels.

\(^a\) Signifies that the null hypothesis is the unit root (with the assumption that the cross-sectional units share a common unit root process).

\(^b\) Signifies that the null hypothesis is the unit root assuming that the cross-sectional units have individual unit root processes.

### 4.2. Impulse Response Functions Results

In order to analyse the impulse-response functions (IRF), the estimation of the confidence intervals for the IRF is required. Since the impulse-response functions are constructed from the estimated VAR coefficients and their standard errors, Monte Carlo simulations are employed to generate the confidence intervals based on the estimated coefficients and the standard errors. The 5th and 95th percentiles of the distribution of the generated coefficients from 200 bootstraps are used as the confidence interval for the impulse responses. Figure 1 illustrate the IRFs based on one standard deviation shock to the linear and non-linear oil price shocks measures for 1991:1 to 2014:4. The IRFs generated from the panel VAR model using the linear specification of crude oil prices (DLOGROIL) in the 1st row of Figure 1 shows that a positive oil price shock increase CPI, GDP, EXPORT and IMPORT in the first two quarters after the initial shock. This increase is statistically significant for all variables. However, such increase does not last long (i.e. real GDP, real exports and real imports decline after the second quarter). This decline is however not statistically significant for all variables.

---

\(^2\) On the basis of different lag order selection criteria, the paper found lag 5 to be the optimum lag length by HQ (Hannan Quinn information criterion) and SC (Schwarz information criterion).
Figure 1. Impulse Responses of Oil Price Shocks Variables on CPI, EXPORT, IMPORT & GDP
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Figure 1. Impulse Responses of Oil Price Shocks Variables on CPI, EXPORT, IMPORT & GDP (cont’d)
Next, the 2\textsuperscript{nd}, 3\textsuperscript{rd} and 4\textsuperscript{th} rows in Figure 1 show the results of one standard deviation shock to the three non-linear oil price increase measures (SOPI, NOPI & MORK INCREASE) respectively. Generally, the results are similar across the three price measures. Inflation (CPI) reacts positively to oil price increases in the short run. CPI increases between the first and fourth quarter before it moves back to its pre-shock level in the 6\textsuperscript{th} quarter. The impacts are statistically significant for all three oil price increase measures. A shock in CPI contemporaneously affects real exports in ASEAN-5. Rising domestic prices affect the competitiveness of ASEAN-5 products and foreign trade. Although EXPORT increase significantly for two quarters after the initial positive shocks, it subsequently decline for the next 10 quarters. The decrease in EXPORT however is not statistically significant. The medium- and long-term decreasing trend (as observed from IRFs) may be due to weak consumer demand from ASEAN-5’s major trading partners, namely the US, Japan and China, consequent upon the positive oil price shocks. The adverse impacts of oil price increase on these countries, especially the US, raise inflation and reduce the real disposable income of consumers, thus limiting their demand for imports.

In a panel that includes two oil exporting countries (namely Malaysia and Indonesia) and an oil-refinery country (i.e. Singapore), the impact of positive oil price shocks on ASEAN-5’s real GDP contradicts the finding from Berument et al. (2010). The IRFs show that real GDP decreases significantly for two quarters following a one standard deviation shock to the three non-linear oil price increase measures. Real GDP never return to its pre shock level by the end of the 12-quarter period. Impacts on real import (IMPORT) are greatly identical to the impacts on real GDP. IMPORT decreases continuously for six quarters following the increase in oil prices. These outcomes are not unexpected because oil export accounts for less than 9% of ASEAN-5 GDP. The relatively small share of oil to the economy makes ASEAN-5 no less vulnerable than some oil-importing countries to oil price shocks. While several countries in ASEAN-5 have profited from increased world energy prices, its export-oriented economies make it vulnerable to fluctuations in global demand and the performance of its trading partners. The slowdown of the US and China economies in recent years are expected to impact export growth adversely resulting in lower forecast GDP growth as simulated by the IRF analysis.

For SOPD and MORK DECREASE specifications, Figure 1 (referring to 5\textsuperscript{th} and 6\textsuperscript{th} rows) shows that the responses of CPI, real exports, real imports and real GDP to a one standard deviation negative shock are not constantly the opposites of those obtained from the increase specifications. This is true mainly for the responses of GDP and IMPORT to oil price decrease. Oil price decrease has a negatively significant impact on GDP between the first and second quarters, similar to that of positive oil price shock impacts on GDP. However, the response on GDP is not statistically significant over the long term. Likewise, real imports decline in the first quarter after the initial shock but rebounds afterwards. IMPORT increases between the 1\textsuperscript{st} and 6\textsuperscript{th} quarters when using MORK DECREASE measure and this increase is
statistically significant. Impacts on CPI are not statistically significant for most quarters but EXPORT exhibit significant increase between the 1st and 3rd quarters after a negative shock to the oil price when using MORK DECREASE measure.

When comparing the results between the positive (increase) and negative (decrease) non-linear IRFs simulations, the paper in general finds noticeable differences between these two approaches. In other words, there is evidence of an asymmetric relation between oil price shocks and macroeconomic activities in ASEAN-5. In several cases, the IRF plots of the negative non-linear specifications (SOPD & MORK DECREASE) are not constantly the opposites of the results obtained from the positive non-linear measures (NOPI, SOPI & MORK INCREASE). This is true particularly for shocks to IMPORT and GDP. Nevertheless, the paper does find some similarity on the responses of EXPORT and CPI to positive and negative oil price shocks (i.e. the results are the opposites between the two specifications). Positive oil price shocks (as observed from SOPI and MORK INCREASE) cause EXPORT to increase for two quarters but subsequently decline until the 6th quarter before returning to its pre-shock level in the 10th quarters. In contrast, the response of EXPORT to oil price decreases exhibit significant decline in the 1st quarter before improving in the subsequent quarters. Similarly, the responses of CPI to a one standard deviation negative shock (when using SOPD and MORK DECREASE measures) are not considerably different than those obtained from the oil price increase specifications.

4.3. Robustness Checks

The IRFs obtained from the baseline ordering is based on the assumption that prices are flexible – [Oil Price variable, CPI, EXPORT, IMPORT and GDP]. This ordering allows the price level (CPI) to adjust contemporaneously to shocks in oil prices. For robustness checks, the paper estimated IRFs with for symmetric and asymmetric definition of oil prices shocks. The second alternative ordering follows the price rigidity assumption – [Oil Price variable, EXPORT, IMPORT, CPI and GDP]. The IRFs obtained from this ordering are comparable to the IRFs from the baseline ordering. In spite of the alternative ordering based on the price flexibility and price rigidity, responses of the four macroeconomic variables to an oil price shock however remains unchanged. Thus, results from IRF presented earlier are robust to changes in ordering of the variables and the responses of each macroeconomic variable to shocks in oil prices in the short- and long run are justified.

4.4. Variance Decomposition Analysis

Variance decomposition represents the panel VAR system dynamics by providing information about the relative importance of each random innovation to the variables in the model. It shows how many of the unanticipated changes or variations of the variables in the model can be explained by various shocks. Table 3

---

3 Results for the robustness tests are available upon request from the author.
shows the variance decomposition of the VAR model using linear and non-linear oil price specifications. The columns in Table 3 represent the source of oil price shocks using different oil price specifications in the VAR system. The rows represent the percentage of the change in each variable that is the result of oil price shock which is shown 5, 10, 15 and 20 quarters in the future.

Table 3. Variance decomposition

<table>
<thead>
<tr>
<th>Sources of shocks (%)</th>
<th>DLOGROIL</th>
<th>NOPI</th>
<th>MORK+</th>
<th>SOPI</th>
<th>MORK-</th>
<th>SOPD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CPI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/QTR</td>
<td>3</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10/QTR</td>
<td>3</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15/QTR</td>
<td>3</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>20QTR</td>
<td>2</td>
<td>10</td>
<td>7</td>
<td>9</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td><strong>Export</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/QTR</td>
<td>2</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>10/QTR</td>
<td>11</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>15/QTR</td>
<td>8</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>20QTR</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td><strong>Import</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/QTR</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>6</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>10/QTR</td>
<td>3</td>
<td>10</td>
<td>3</td>
<td>9</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>15/QTR</td>
<td>2</td>
<td>9</td>
<td>2</td>
<td>8</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>20QTR</td>
<td>1</td>
<td>8</td>
<td>2</td>
<td>7</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td><strong>GDP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/QTR</td>
<td>7</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>10/QTR</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>15/QTR</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>20QTR</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

For linear specification (DLOGROIL), oil price shocks contribute a relatively small share to the variation of CPI, averaging around 3% throughout the 20-quarter period. The largest effect of an oil shock on a variable’s variation is through EXPORT, accounting for approximately 11% in the 10th quarter and 8% in the 15th quarter. For GDP, crude oil prices account for 4% of volatility between the 10th and 20th quarters. Shocks to oil price account for 6% of shocks in IMPORT in the fifth quarter, decreasing to 3% in the tenth quarter.

For non-linear oil price measures, both oil price increases and decreases affect the volatility of macroeconomic variables in the model to varying degrees. By and large, the contribution of positive oil price changes to each variable’s variation is greater than negative oil price changes, especially for inflation. For inflation fluctuations, positive oil price shocks have a persistent short- and long-run role compared to negative oil price shocks. While negative oil price shocks (MORK DECREASE) account for just 1% and 2% of variances in inflation in the 15th and 20th quarters, positive oil price shocks (MORK INCREASE) explain about 7% of inflation fluctuations. For exports, positive oil price shocks (NOPI INCREASE) have a considerable impact, whereas negative oil price shocks (NOPI DECREASE) have a more modest effect.
fluctuations for the same period. This again confirms the inflationary pressures observed during periods of high oil prices.

The other important aspect of asymmetric oil price shocks is in their effects on EXPORT and IMPORT fluctuations. While negative oil price shock (SOPD) play almost no role in variations in these variables, variations in EXPORT and IMPORT due to MORK DECREASE measure explained around 20% in fifth quarter before decreasing to around 11%-13% in the tenth quarter. This supports the statistically significant impact of MORK DECREASE shocks to EXPORT and IMPORT presented in the IRFs section earlier. Conversely, positive oil price shocks (NOPI and SOPI) have moderate effects in the short term. Positive oil price shocks explain about 6% of fluctuations in EXPORT for the fifth quarter after the shock, decreasing to about 3% in the tenth quarter after the shock. Similarly, the contribution of NOPI and SOPI to variations in IMPORT averaged around 5% in the fifth quarter, increasing to about 8% in the 15th quarter after the shock.

When comparing the results obtained from the variance decomposition, evidence of asymmetric relationship between oil prices and macroeconomic can be supported. This is because, in most cases, the contributions of positive oil price shocks on the macroeconomic variables are higher than the negative oil price shocks. In other words, there is a difference between the effects of positive and negative oil price shocks on economic activities, pointing to an asymmetric relationship between oil prices and the macroeconomic variables in ASEAN-5, supporting the evidence previously found in the IRFs simulations.

5. Conclusion

This paper studies the effects of oil price shocks on the real economic activity of ASEAN-5. It has focused on the relationship between oil prices and GDP growth, analysed in terms of VAR using four specifications, namely a linear model and three leading non-linear specifications proposed in the literature. IRFs and variance decomposition were estimated to assess how oil price shocks move through major channels of the ASEAN-5 economies and the contribution of shocks to the variability of the variables in the system. Four macroeconomic variables were taken into consideration: real gross domestic product (GDP), real export (EXPORT), real import (IMPORT) and inflation (CPI), together with four real oil price specifications.

The IRF obtained from the linear oil price specification (DLOGROIL) indicated that oil price movements lead to declines in GDP in the long term after experiencing growth in the short term. However, only marginal impacts are seen in CPI. Analysis from the non-linear oil price specifications produced comparable results. Hamilton’s (1996) NOPI, Lee et al.’s (1995) SOPI, and Mork’s (1989) positive oil price shock measures negatively affect output growth both in the short term and in the long term. For non-linear oil price decrease specifications, real output responds
negatively in the short term before recovering to its pre-shock level in the long term.

The significant difference between the effect of oil price increases and decreases (as observed from IRF) suggest an asymmetric relationship between aggregate economic activity and oil prices. Additionally, the variance decomposition estimated from the non-linear VAR model also shows that oil price increases contribute around the same proportion to the variability of GDP, real exports, real imports and inflation than that of oil price decreases. This supports the asymmetric relationship between oil prices and macroeconomic variables for the ASEAN-5 economies found in the IRFs analysis.

Results from the panel VAR estimation reveal that GDP responds negatively to oil price increase in the long term without experiencing significant growth in the short term. Though Malaysia and Indonesia produces and exports oil while Singapore has a booming oil refinery industry, the contribution to the economies is relatively small. Therefore, the economic stimulus provided by higher oil-export earnings in these countries would be more than outweighed by the depressive effect of higher prices on economic activity in importing countries. In other words, the windfall revenue from the oil sector may not be sufficient to cushion the economy from slowdown experienced by neighbouring and major trading partners. Given these results, forthcoming fiscal policies must not assume that future effects of upcoming oil shocks will be the same as in the past. Nevertheless, analysing economic policy reactions amidst these shocks will show how effective the chosen monetary or fiscal policies are in minimising adverse effects.

The recent hike in world crude oil prices has prompted the ASEAN member states (AMS) to encourage the use of alternative energy sources such as natural-gas vehicles (NGV) and bio-diesel. In recent years, the AMS made considerable effort to tap the vast renewable energy resources in the region. Several countries introduced feed-in-tariffs or regulations for renewable energy as well as other supportive policies, for example tax and customs exemptions or tax holidays.
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